
Can we learn implicit object-

centric representations for 

spatial-reasoning and 

manipulation?

SORNet: Spatial Object-Centric 
Representations for Sequential 

Manipulation

We propose SORNet: Spatial Object-centric Representation 

Network to learn object-centric embeddings that encode 

spatial relations and enable zero-shot classification and 

regression of spatial relations among unseen objects.
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3 Test Scenarios:

➢ Frozen: freeze embedding, train readout networks on predicate classification

➢ Finetune: finetune embedding together with readout networks on predicate classification

➢ Transfer: take embedding finetuned on classification, freeze and train readout networks 

on direction regression

Key Takeaway:

➢ SORNet's embedding contains much more spatial information compared to non-object-

centric baselines, as shown by its advantage in all 3 test scenarios.

➢ This indicates that SORNet's embedding can be much more useful in manipulation, 

where spatial reasoning is critical.
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